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以下の（１）および（２）の問題に答えなさい。 

 

（１）以下の英文を和訳しなさい。 

AI should be developed consistent with human-centred values, such as fundamental 

freedoms, equality, fairness, rule of law, social justice, data protection and privacy, as 

well as consumer rights and commercial fairness. 

 

Some applications or uses of AI systems have implications for human rights, 

including risks that human rights (as defined in the Universal Declaration of Human 

Rights) and human-centred values might be deliberately or accidently infringed. It is 

therefore important to promote “values-alignment” in AI systems (i.e., their design with 

appropriate safeguards) including capacity for human intervention and oversight, as 

appropriate to the context. This alignment can help ensure that AI systems’ behaviours 

protect and promote human rights and align with human-centred values throughout 

their operation. Remaining true to shared democratic values will help strengthen 

public trust in AI and support the use of AI to protect human rights and reduce 

discrimination or other unfair and/or unequal outcomes. 

 

 

（２）以下の英文（ある論文の冒頭部分）を和訳しなさい。 

 

The Supreme Court’s decision in Students for Fair Admissions, Inc. v. President and 

Fellows of Harvard College (SFFA) likely marks the beginning of the end of the overt 

use of race in university admissions. The Court’s decision, however, has much broader 

implications.  

 



 

Harvard University and the University of North Carolina (UNC) classified applicants 

based on racial and ethnic categories adopted by the federal government in the 1970s. 

SFFA concluded that these classifications were so arbitrary as to be unconstitutional. 

SFFA therefore offers a broad new avenue of attack for litigants challenging racial 

preferences and other race-based policies based on these ubiquitous classifications. Any 

entity that is sued for engaging in discriminatory preferences or for otherwise 

allocating goods or services by race will need to explain why the racial classifications 

they rely upon don’t fail the arbitrariness test.  

 

Part I of this article briefly reviews the history of the use of racial preferences by 

universities starting in the 1960s. From the Bakke case in 1978 to the commencement 

of the SFFA litigation in 2014, universities were required, at least officially, to limit 

their racial preferences to those necessary to achieve “diversity” on campus. 

Universities divided their applicants by racial classifications concocted by the federal 

bureaucracy. They then gave admissions preferences to “underrepresented” groups—

African Americans, Hispanics, and Native Americans—to enhance diversity. This 

meant, by logical necessity, disfavoring members of groups deemed to detract from 

diversity, namely whites and Asian Americans. 

 

Part II of this article discusses how the SFFA case disrupted a cozy status quo, in 

which universities pretended to abide by the limitations the Court had imposed on the 

use of racial preferences and the Supreme Court pretended not to notice that 

universities were ignoring those limitations. While not officially overruling precedent, 

the SFFA Court finally applied, rather than pretended to apply, the requisite legal 

standard: “strict scrutiny.” This standard requires that racial classifications only be 

used to allocate benefits when those classifications serve a compelling government 

interest and are narrowly tailored to serve that interest. The Court found that Harvard 

and UNC’s way of using race in admissions failed this test on multiple grounds.  

 

Part III of this article notes that, for the first time, a Supreme Court majority has 

concluded that the standard racial classifications used by universities and many other 

institutions are arbitrary and incoherent. This part reviews the discussion of this issue 

during oral argument, Chief Justice John Roberts’s holding on this issue in his majority 

opinion, and Justice Neil Gorsuch’s longer analysis in his concurring opinion regarding 

why the classifications in question were not narrowly tailored to achieve diversity.  

 

The Court has now held that when the standard racial classifications are used to 

allocate benefits, the classifications must be narrowly tailored to achieve a lawful 

objective. This means that many other uses of racial classifications beyond university 



admissions are suddenly more vulnerable to legal challenge. That is the subject of Part 

IV of this article. It discusses potential challenges to the use of race-based preferences 

in government contracting; to the mandatory use of racial classifications in biomedical 

research; and to the arbitrary standards the government uses to classify people as 

American Indians. 

 

 


